Exercise 7

Assessment of the precision of an analytical technique 

(Repeatability and intermediate precision)

Objectives of the exercise

· To compute by-hand the precision terms required to validate an analytical technique

· To compute repeatability and the intermediate precision of an analytical technique using Excel tools ( ANOVA); 

· Confirm the results obtained at step 2 using Analyse-it® 

Introduction

The precision of an analytical method describes the closeness of individual measures of an analyte when the procedure is applied repeatedly to multiple aliquots of a single homogeneous volume of a biological matrix. Precision is further subdivided into within-run, within-day precision… or  repeatability, which assesses precision during a single analytical run, and between-run, between day repeatability … also named intermediate precision, which measures the precision with time (often days)  and may involve different analysts, equipment, and reagents. Reproducibility is a third level of precision that is assessed by means of an inter-laboratory trial (standardization) and is not part of the marketing authorization dossier

· In the literature, the precision of analytical techniques is often poorly reported (because of poor estimations)

· Precision should be measured using a minimum of five determinations (replicates) per concentration. A minimum of three concentration levels (low, medium and high) in the range of the expected concentrations is recommended.

· The precision of an analytical procedure is usually expressed as the variance, standard deviation or coefficient of variation of a series of measurements.

· Precisions are conveniently expressed by the relative standard deviation (RSD):
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Note that the RSD is the same as the coefficient of variation in statistics

· The precision determined at each concentration level should not exceed 15% of the coefficient of variation (CV) except for the lowest level of quantification (LLOQ), where it should not exceed 20% of the CV. 

Computation of repeatability and intermediate precision require statistical definitions:

Variance of repeatability (or within day variance) is written 
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. It is the lowest possible variance for a given analytical run (same day, same analyst, etc.). It is estimated by the residual of the ANOVA that is carried out.   
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 is associated with the replicate-to-replicate variation.

Variance of intermediate precision noted 
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   (and named total variance in Analyse it) is the sum of two components: the between day variance (noted 
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) that is associated with the day-to-day variation and the variance of repeatability (
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  ) thus:
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To estimate these two components of variance we need a proper statistical model and that is the one-way nested analysis of variance model given by:
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With i=1,2..n days and j=1,2,…replicates. 

In this equation, Yij are observed values, μ is the true value of the common stock solution being assayed in this experiment, bi is a random component for between-day variation and wij is another random component for within-day variation. The variance of bi is 
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Under this assumption, the variance of a single observation value Y is given by 
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 which is called the total variance.

To estimate these variances we will do an analysis of variance (one way ANOVA). To understand how 
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 are estimated  we will compute the components of total variance by hand (using Excel): this will be helpful to understand the relationship between these variances and the different "Mean Squares" given by Excel i.e. the Between Mean Square (BMS) (“entre groupes” in French ) and the Within Mean Square (WMS) (“à l'intérieur du groupe” in French).

It should be stressed that we are not doing an ANOVA to test a possible significant between-day difference that is the classical objective of an ANOVA, but to correctly estimate components of variance.

The analyzed data are given in Table 1; it is the measurement of 5 replicates per day over 3 different days with a nominal concentration of the stock solution of 10 µg/mL. 

Table 1: Concentrations measured in 5 replicates per day over 3 days.

	
	Days

	Replicates
	1
	2
	3

	1
	9.70
	10.21
	9.7

	2
	8.91
	10.30
	10.1

	3
	10.33
	11.60
	10.5

	4
	10.02
	9.73
	9.7

	5
	10.02
	11.85
	11.0

	X
	9.796
	10.738
	10.20

	(SD
	(0.54307
	0.930897
	0.556776

	Variance
	0.294925
	0.866569
	0.30999


Let us assume that all the results are drawn from a same population having a population mean equal to µ and a variance (².

We have three possible approaches to estimate this variance:

(i) From the 15 raw data points.

(ii) From the mean of the variance obtained for each day.

(iii) Considering that the mean concentration obtained within a given day (9.796, 10.738, 10.20) can give an estimate of µ and that the associated variances of these estimates are equal to  (²/5 because there are 5 replicates.

Variance 1:

Let us calculate X ± SD for the 15 data points i.e.:
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 = 10.24466 ± 0.76154

The associated variance is (0.76154)2 = 0.57995

Variance 1 = 0.57995

Variance 2:

The mean of the 3 variances is (see Table 1):

[0.294925 + 0.86656 + 0.309999] / 3 = 0.49049

Variance 2 = 0.49049

Variance 3:

Let us calculate X ± SD corresponding to the 3 daily averages i.e.:

10.24466 ± 0.47258

(0.47258)² x 5 = 1.11668

It should be realized that the calculated term 0.47258 is actually an SEM (because the 3 data sets used to compute it are themselves estimates of a mean, not raw data. Thus, the associated SD to this SE is 
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 and the corresponding value is 1.11668.

Variance 3 = 1.11668

We will now compare these 3 estimates with variances as obtained from a one-way ANOVA on Excel

Procedure to use Excel for ANOVA :  

· Check to see if you need to load the “Data Analysis” Add-in ;  Pull down the “Tools” menu to see if “Data Analysis…” is there (at the bottom), if yes, proceed to the next step, If not: pull down the “Tools” menu and choose “Add-Ins…”; put a check by the “Analysis ToolPak”; hit OK 
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· Enter the Data into the Excel datasheet as tabulated in Figure 1

· Pull down “Tools” to “Data Analysis” 

· Select “ANOVA: Single Factor” 

· In the open window, find the “Variable 1 Range” window; choose the little red arrow in the right side of the window; open the window “collapses”, in the main data sheet, use the cursor to drag around all the data. This will enter the cell values into the window; click the red arrow in the small window to open again 
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·  Back in the ANOVA: Single Factor to fill out the rest of the information 

· Grouped by: Columns (as each group is displayed on column)

· Put check marks in front of “labels in first row”  

· Alpha: 0.05  

· Output options: New Worksheet 

· Click “OK” 

· You will have output looking like in Figure 2
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·  The first table shows the descriptive statistics of each group. 

·  The second table is the ANOVA Table 

· The next table is the table of means

The single factor ANOVA gives a total sum of squares of 8.1193. This sum divided by the associated degree of freedom (df=14) gives 0.5799 i.e. our variance 1.

The "Within group Mean Square" (WMS) is equal to 0.4905 i.e. the mean of the 3 daily variances i.e. our Variance 2.

The "Between group Mean Square" is equal to 1.116686, i.e. our Variance 3. 

Under our hypothesis the BMS and the WMS estimate the same variance when the day effect is not significant.

We will now compute repeatability.

Repeatability is the ability to find a value as close as possible to the same value (10 µg/mL) with the 5 replicates over the 3 days; we have 3 estimates of this variance (0.294, 0.866 and 0.3099) and their mean is 0.4905 i.e. the WMS.

Practically this variance is expressed as a RSD (%CV) with:
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This is the lowest possible variability associated with this technique of measurement.

From day-to-day the computed means can be slightly different.

	Level
	Count
	Average
	Stnd.Error (internal)
	Stnd.Error (pooled s)
	95 percent intervals
	Confidence for mean

	1
	5
	9.796000
	.2428703
	.3132092
	9.113400
	10.478600

	2
	5
	10.738000
	.4163100
	.3132092
	10.055400
	11.420600

	3
	5
	10.200000
	.2489980
	.3132092
	9.517400
	10.882600

	Total
	15
	10.244667
	.1808314
	.1808314
	9.850567
	10.638766


But if we assume that the repeatability remains unchanged, it means that there was a possible inter day effect on the daily means (9.796. 10.738 and 10.20).

This variability is due to the day-to-day effect and needs to be evaluated: for that we have to take into account the BMS = 1.11668.

This BMS estimates a variance that is the sum of 2 independent variance components: a variance associated specifically to the day effect (between day variance) and a variance associated to the intra-day variability (within-day), this last one having already been estimated by the WMS.

Since the variance of the mean of n observation is 1/n times the variance of the individual observations, then:
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This means that the expected value of the BMS is the sum of the WMS and of 5 times the inter-day variance. If there is no day effect (mean day1=mean day2=mean day3), the E(BMS) is a second estimate of the residual variance (for more information see Winner, Statistical principles in experimental design. McGraw-Hill, 1991 3rd ed., pp 86-89).

For our example the between day variance is:

(BMS - WMS) / 5 = (1.11668862 - 0.4905) / 5 = 0.12523

and the corresponding between day %CV is:
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This variance is not null and should be taken into account to compute the total variance of reproducibility: 
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This variance expressed as a CV%:
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All these results can be confirmed using Analyse-it®
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Analyse-it shows and determines analytical precision over days, runs or concentrations, or checks that the precision is within the goal or meets a manufacturer's claim. Satisfies CLSI EP-5, EP

Step 1: Build your data set with the wizard for precision
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Step 2: Data analysis
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