Exercise 1

Objectives of exercise:

· To master your different software  (Excel, Winnonlin, Cristal-ball,) with a step-by-step example to demonstrate how to set up a data set for the most efficient use of Winnonlin (WNL)

· To be able to handle, describe and summarize your raw data using appropriate descriptive metrics i.e. the different types of means (arithmetic, geometric and harmonic)

· To compute and appropriately use standard deviation (SD) and standard error of a mean (SEM) 

· To use resampling methods (Bootstrap and Jackknife) to compute a confidence interval or an SEM for a harmonic mean

The data set

This first data set to analyze corresponds to an experiment conducted in two different species (dogs and cats). The test article was administered as a single tablet (10 mg in toto) to cats and as 2 tablets (20 mg in toto) to dogs. The administration was by the oral route; the individual body weight (kg), and sex of individuals were collected. Raw data are given in an Excel file called “exercise 1 body weight” in a sheet called “Body-weights”.

Step 1: Open the Excel file “Exercise1_body weight”
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The data are given in 4 columns (dogs and cats for males and females respectively)

· I recommend a preliminary management of the data in Excel before importing the final vectors into WNL even if WNL can be directly used to add data into a grid 

· To take advantage of the use of Sort variable in WNL, you should set up data as “long-skinny” data sets, which means the body weight data should occupy only a single column with additional columns used to identify the profiles in this vector of interest (i.e. species and sex) as in the following table
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Winnolin data processing, computation and exporting results into Word

Step 2: Open WNL

Open a new Workbook
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An empty grid is opened
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Step 3: Paste your data from Excel into WNL (right click, paste data) 
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Step 4: Edit your data in the WNL file giving columns name and units

· WNL has the ability to enter and use appropriate units in input data sets and to specify preferred output units in modeling and simulations.

To specify column headers:

1. Highlight a cell in the column to be named.  

2. Select Data > Column Properties in the toolbar or double click a column header to open the Column Properties dialog. 

3. Highlight the column to be named. 

4. Click the Edit Header button. 

5. Type the name. (Note: long column names can affect the performance). 

6. Press Enter or click Close. The new column header appears in the worksheet. 

Note: WinNonlin does not allow spaces in column headers. If a loaded data set has column names with spaces WinNonlin will ask you to substitute the spaces by underscore (_) (and offer the opportunity to save the data set with a different name); otherwise, the data cannot be used in analyses and models.

To enter units in the Column Properties dialog
Each column in a worksheet can use different units. The units appear in the column header, in parentheses, and will be used in data calculations. If the units are not standard or recognizable, WinNonlin will display them in brackets: {furlongs}. Nonstandard units—units enclosed in brackets—will be carried throughout any operations, such as descriptive statistics, but not used in any calculations. See “WinNonlin options” to show units and default options
1. Select the column name in the column header field. 

[image: image6.png]Fie Edit Data Chart Model Tools Window Help

N-ZHE% + 2@ 4 reBRESK [ wllvl =288 0
) Workbook - [Unieds] slelx]

[ ez |
Column Properties Ed
Number | Species | Sex |Body_weight| E
10 10 dogs Male 16 Column header [ Units o | | Specity Units. Close
1 11dogs  Female N Number (] [empel|[ B ]
12 12dogs  Female 13 Species
1 14/dogs  Female 9 Fie
15 15dogs  Female 13 3 U omm=rs
16 16 dogs Female 12 G Curentunits |
17 17/dogs  Female 10 < i B
18 18 dogs Female 10 ety o T o] A
19 19dogs  Female 13 New units Mo o —
2 20dogs  Female 15 I tcssipro] Eou
2 1/cats Male 3 iol] = [oamil -] Add
=z Zosts sl E spsctimpemconeal| A | gt Vmou
To specty the unis or ti B o — 3 =
2 4cats  Male 35 Ko the ks 1 35 10 / = =lliesdl
2 Scats Ml 4 ko bl s pecic
prefs and a it specifca |
<[\ Sheet1 £ Fistory e kd ot nave e |
added i simla ashion Hep [ oc Cancel
Note: Specifing unitsdoes
conversions whie woking m





2. Enter the units for that column in the New Units field.  

3.  Click the Specify Units button.  

4.  Click Close to close the dialog. 

· The Units Builder assists with unit selection. See “Units builder”.

· Note: Worksheet units can be saved only in Pharsight Workbook Objects (*.pwo). Other file types lose unit assignments when the file is closed. 
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· WNL can also create and manage a new file 

· WNL can create a new file by directly entering raw data in the grid or by transformation of data, creating data using a function (WNL proposes an extensive list of mathematical, logical functions, etc) 

· We will add a column giving the total dose (1 tablet for cats i.e. 10 mg and 2 tablets in dogs, i.e.  20 mg in toto) and compute the dose per kg body weight (BW). 

· The procedure is like in Excel (here F1=E1/D1); 

· Then manage the format to have only 2 decimal points
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· To set the format of a cell or a selection of cells:

1.  Select the cells to be formatted. To select whole rows or columns, click on the row or column header(s). 

2.  Select Data>Format from the WinNonlin menus or click the Format tool bar button. The Format Cells dialog appears. 

3. Select a format for BW with 2 decimal points (2 significant figures) and center across the cell (alignment)
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Save your grid as a Workspace (WSP); WSP is a tool for work organization. A WSP contains references to all of the pieces of a particular project. Using WSP you can save the entire project with a single command, and later reopen the entire project, again with a single command. When you save your work as a WSP, the program saves a file that contains all the data, text, model, graphs, output, etc. 

Plot your data as a Bar chart

· WinNonlin provides high quality plots of input data

· Use Chart Wizard to plot data in any worksheet as a XY plot, bar chart, or histogram. 

[image: image10.png]Chart Wizard

Selectthe graph ype you wantto ceate:

XY Scatter Bar Histogram

Help Next >

Cancel





· For additional plot types, create a plot and edit it in the Chart Designer
To select variables for a bar chart:

1. Make sure that the workbook to be plotted is displayed in the Data Set field (shown below). The columns in the active worksheet appear under Variable Collection.  

2. Select the graph type: Bar
3. To specify each X or Y variable, highlight a variable under Variable Collection and drag it to the X or Y Variable box. 
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Sorting option: 
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Give a title to your charts and click on Use group headers
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Click Finish and inspect your raw data.
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Cat 19 is missing
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Descriptive statistic using WNL

· WinNonlin can compute summary statistics for variables in any workbook.

· This feature is frequently used to average data to plot means and standard errors, for preclinical summaries, to summarize modeling results, or to test for the normal distribution of data.

·  Separate statistics for subgroups are obtained through the use of sort variable(s).

We want to compute descriptive statistics for dogs and cats (male vs. female)  

Step 1: In Tool menu open Descriptive statistics.

Step 2 : Drag variables Species and Sex in Sort variable and Body_weight_BW in Summary variable and click the tick box “Box and Whisker plot” and “include percentiles” 
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Then click “Calculate”

The following table appears
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This table indicates that the variable investigated is BW sorted by species and sex; 

· WNL indicates that 1 data point is missing for female cats; then a series of outputs follows. You may consult the help of WNL to get information on these different statistics and their computational formulae. 
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Table 7-1. Descriptive statistics output

Statistic Description

N | Number of obsenvations with non-missing data

Nmiss | Number of obsenvations with missing data

Nobs | Number of obsenvtions

Mean | Arithmetic Average

SD | Standard Deviation:

[Nariance

SE |Standard Error
sD

Nt

Variance | Unbiased sample variance

N
3 -
=1

Min | Minimum value

Median | Median value

Max | Maximum value

Range | Range of values (maximum value minus minimum value)

CV% | Coeficient of variation: (SD/Mean)*100

‘Geometric | Nth root of the product of the N obsenvations
Mean

Harmonic. | Reciprocal of the arithmetic mean of the reciprocals of the
Mean | obsenvations





· Generally one is not interested in all these ouputs and this sheet has to be edited. The sheet is protected and you first have to unlock the sheet making its data editable, and remove object dependencies. 

· Changes to the source data will no longer mark this derived work as out of date, and Refresh will no longer be available.

To unlock a derived product:

1. After running the analysis, choose File>Dependencies from the menus.

2. Select the item to unlock at the top of the Dependency View dialog. 

3. Click the Detach button. 
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More simply, the detach button can be directly accessed from a right click on your mouse.

Now you can edit the output by deleting irrelevant columns, changing headers etc. Here only basic statistics are kept (means, SD, SE, Median and CV% )
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Exporting files into Word and Excel

· WinNonlin can export any or all open windows to a Microsoft Word document. 

· WNL can also export results into Excel for other uses 

· Charts and model objects are exported as Windows bitmaps; thus, they cannot be edited in Word. If you wish to publish a graph, you have to format your chart in WNL; WNL provides many graph options; 

·  Worksheets are exported as Word tables. Text windows become text in Word’s “normal” paragraph style

Here, I want to export the statistical table into Word to directly incorporate this statistical summary output in a final report.

Step 1: Select “Word export” in “File”

Step 2: Deselect “select of object” to only download what you want to select

Click the tick boxes “Workbook” and “Descriptive statistics”. In “option” chart, select “landscape”
Step 3: click “export”
Then, WNL tell you “Export to microsoft Word complete’

Click OK
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Word export document of raw data after edition using Word tools

	Number
	Species
	Sex
	Body_weight

 (kg)
	Total_dose 

(mg)
	Dose_per_Kg_BW 

(mg/kg)

	1
	dogs
	Male
	15
	20
	1.33

	2
	dogs
	Male
	14
	20
	1.43

	3
	dogs
	Male
	12
	20
	1.67

	4
	dogs
	Male
	10
	20
	2.00

	5
	dogs
	Male
	14
	20
	1.43

	6
	dogs
	Male
	13
	20
	1.54

	7
	dogs
	Male
	11
	20
	1.82

	8
	dogs
	Male
	11
	20
	1.82

	9
	dogs
	Male
	14
	20
	1.43

	10
	dogs
	Male
	16
	20
	1.25

	11
	dogs
	Female
	14
	20
	1.43

	12
	dogs
	Female
	13
	20
	1.54

	13
	dogs
	Female
	11
	20
	1.82

	14
	dogs
	Female
	9
	20
	2.22

	15
	dogs
	Female
	13
	20
	1.54

	16
	dogs
	Female
	12
	20
	1.67

	17
	dogs
	Female
	10
	20
	2.00

	18
	dogs
	Female
	10
	20
	2.00

	19
	dogs
	Female
	13
	20
	1.54

	20
	dogs
	Female
	15
	20
	1.33

	1
	cats
	Male
	3
	10
	3.33

	2
	cats
	Male
	5
	10
	2.00

	3
	cats
	Male
	5
	10
	2.22

	4
	cats
	Male
	4
	10
	2.86

	5
	cats
	Male
	4
	10
	2.50

	6
	cats
	Male
	4
	10
	2.63

	7
	cats
	Male
	5
	10
	2.22

	8
	cats
	Male
	4
	10
	2.50

	9
	cats
	Male
	5
	10
	2.22

	10
	cats
	Male
	4
	10
	2.86

	11
	cats
	Female
	4
	10
	2.86

	12
	cats
	Female
	4
	10
	2.86

	13
	cats
	Female
	3
	10
	3.33

	14
	cats
	Female
	4
	10
	2.50

	15
	cats
	Female
	4
	10
	2.50

	16
	cats
	Female
	4
	10
	2.78

	17
	cats
	Female
	4
	10
	2.86

	18
	cats
	Female
	3
	10
	3.33

	19
	cats
	Female
	
	10
	#DIV/0!

	20
	cats
	Female
	4
	10
	2.86


Worksheet: Sheet1

(13-mars-2011)

Word export document indicating worksheet history after edition using Word tools

The History worksheet logs operations made on the workbook data. It cannot be deleted, and only the Annotations column can be edited (enter notes here).

The first line always records the creation of the workbook, and indicates the number of worksheets. The worksheet then logs edits to the workbook, including application of units, all data manipulations, including sorts and transformations, PKS operations, and the analysis operations

	Date
	Time
	User
	Extra
	Event
	Description
	Annotation

	03-13-2011
	04:38:25
	pltoutain
	
	New
	New workbook with 1 worksheets
	


Worksheet: History

(13-mars-2011)

Word export document of descriptive statistics after edition using Word tools

	Variable
	Species
	Sex
	N
	Nmiss
	Nobs
	Mean (kg)
	SD (kg)
	SE (kg)
	Median (kg)
	CV%

	Body_weight
	cats
	Female
	9
	1
	10
	3.5111
	0.3551
	0.1184
	3.5000
	10.1142

	Body_weight
	cats
	Male
	10
	0
	10
	4.0300
	0.6038
	0.1909
	4.0000
	14.9822

	Body_weight
	dogs
	Female
	10
	0
	10
	12.0000
	1.9437
	0.6146
	12.5000
	16.1971

	Body_weight
	dogs
	Male
	10
	0
	10
	13.0000
	1.9437
	0.6146
	13.5000
	14.9512


Worksheet: Sheet1

(13-mars-2011)

Word export document indicating worksheet history after edition using Word tools
	Date
	Time
	User
	Extra
	Event
	Description
	Annotation

	03-13-2011
	05:41:17
	pltoutain
	
	New
	New workbook with 1 worksheets
	

	03-13-2011
	05:41:17
	pltoutain
	
	Descriptive Statistics
	Descriptive statistics using [Untitled3], sheet labeled Sheet1
	

	03-13-2011
	05:41:17
	pltoutain
	
	SearchMissing
	Blank values found at D9:D9
	

	03-13-2011
	05:41:18
	pltoutain
	
	Descriptive Statistics
	Descriptive statistics processing successful
	


Worksheet: History

(13-mars-2011)
Interpretation of computed statistics

The main step of data analysis is interpretation (understanding) of the results; I paste here statistics that I wish to discuss with you. First, I export all the results into Word (to have the header) and I paste the results into Excel. Then, I paste the header from Word to Excel and finally obtain the following table (using the transpose Excel function)

	Variable
	Body_weight
	Body_weight
	Body_weight
	Body_weight

	Species
	cats
	cats
	dogs
	dogs

	Sex
	Female
	Male
	Female
	Male

	N
	9
	10
	10
	10

	Nmiss
	1
	0
	0
	0

	Nobs
	10
	10
	10
	10

	Mean (kg)
	3.5111
	4.03
	12
	13

	SD (kg)
	0.3551
	0.6038
	1.9437
	1.9437

	SE (kg)
	0.1184
	0.1909
	0.6146
	0.6146

	Variance (kg * kg)
	0.1261
	0.3646
	3.7778
	3.7778

	Min (kg)
	3
	3
	9
	10

	Median (kg)
	3.5
	4
	12.5
	13.5

	Max (kg)
	4
	5
	15
	16

	Range (kg)
	1
	2
	6
	6

	CV%
	10.1142
	14.9822
	16.1971
	14.9512

	Geometric_Mean (kg)
	3.4949
	3.9882
	11.8546
	12.8662

	Harmonic_Mean (kg)
	3.4785
	3.9454
	11.7066
	12.7303

	Pseudo_SD (kg)
	0.3631
	0.6288
	2.0008
	1.9945

	Mean_Log
	1.2513
	1.3833
	2.4727
	2.5546

	SD_Log
	0.1024
	0.1536
	0.166
	0.1528

	CV%_Geometric_Mean
	10.2715
	15.4525
	16.7184
	15.3668

	P1 (kg)
	3
	3
	9
	10

	P5 (kg)
	3
	3
	9
	10

	P10 (kg)
	3
	3.05
	9.1
	10.1

	P25 (kg)
	3.25
	3.5
	10
	11

	P50 (kg)
	3.5
	4
	12.5
	13.5

	P75 (kg)
	3.8
	4.5
	13.25
	14.25

	P90 (kg)
	4
	4.95
	14.9
	15.9

	P95 (kg)
	4
	5
	15
	16

	P99 (kg)
	4
	5
	15
	16


Question 1

Three different means were calculated namely the arithmetic mean (
[image: image22.wmf]X

or X bar), the harmonic mean (
[image: image23.wmf]H

) and the geometric mean (
[image: image24.wmf]G

). What are the differences between these different means and what is the most appropriate mean to describe your data?

Question 2

If BW follows a normal distribution, what is the expected proportion of the values for male dogs that are within one standard deviation ([
[image: image25.wmf]SD

X

±

]) of the mean, and within two standard deviations of the mean? 

Question 3 

Assuming a normal distribution of BW, what is the precision of the estimated mean BW for male dogs?

Question 4 
In fact, with 10 data points per group, it is impossible to ascertain if BW fits or not a normal distribution and we wish to obtain a robust estimate of the upper and lower boundaries of the 95% confidence interval whatever the underlying distribution. When the theoretical distribution of a data set of interest is unknown or when the sample size is insufficient for straightforward statistical inference, bootstrapping can be helpful. Bootstrapping is a statistical method for estimating the sampling distribution of an estimator by sampling with replacement from the original sample with the purpose of deriving robust estimates of standard errors and confidence intervals of a population parameter like a mean, median, proportion, odds ratio, correlation coefficient or regression coefficient. Practically, the bootstrapping procedure consists in building a number of re-samples of the observed dataset (and of equal size to the observed dataset), each of which is obtained by random sampling with replacement from the original dataset. Using the sheet entitled “Bootstrap”, designed by Kardi Teknomo, as given in the spread-sheet entitled “exercise1-Bootstrap”, we will illustrate the procedure by computing a bootstrap Confidence Interval of the BW of female dogs.

Step1:  paste the 10 observed BW figures in green cells entitled ‘original sample’
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Step 2:  use menu Insert – Name –Define and type “sample” to the original sample and click OK button (actually this is already the case for the present sheet but if you decide to change your raw data, you have to proceed throughout step 2) 
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The two next steps (steps 3 and 4) are already implemented in your Excel sheet but need to be refreshed if you want to adapt this sheet to some other examples.

Step 3: In any other cell below this original sample, say cell B10, type 

=INDEX(Sample;ROWS(Sample)*RAND ()+1;COLUMNS(Sample)*RAND ()+1). The word 'sample' in the formula above is referring to name (Menu: Insert-Name-Define) as specified in step 1 above. This is to take a random sample from the original sample (re-sampling) with replacement. It simply uses an Index function to locate a random row and random column as the new sample within the range location of original sample. We have made the first bootstrap sample.

Step 4: Copy cell B10 to B10:K210 (or as much as you want). This is to create as many bootstraps samples as necessary. Let us consider each row as single sample (for the sake of simplicity we make just one sample consisting of only 10 data points) and we have made 201 samples.

Step5: The next step is to compute bootstrap statistics. You can derive any statistics, and for this example, we use only mean, median, inter quartile range and standard deviation with the following formula: 

=AVERAGE(B10:K10) to compute the mean of one sample  

=MEDIAN(B10:K10) to compute median 

=QUARTILE(B10:K10,3)-QUARTILE(B10:K10,1) to compute inter quartile range  

=STDEV(B10:K10) to compute standard deviation 

Step 6: use F9 to obtain a  new random sampling. F9 is used in MS Excel to recalculate iteration.

Step 7: Select your alpha risk (here 0.025%) to compute a 95% Confidence interval: 
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The bootstrap CI is 10.9-13.10 meaning that our population's arithmetic mean has a 95% probability to be included in this interval; 

The computed CI is a 100(1-2alpha) [image: image30.png]Remember that the sampling distribution is not necessarily Normal distribution. You cannot use

for because the distribution is unknown. Only if you data come from
Normal distribution the results of the two formulas will be the same approximately.




At the bottom of the mean bootstrap vector, the arithmetic mean and SD were estimated to be12.02 and 0.55 respectively vs.12.0 (mean) and 0.6146 (SEM) for the parametric estimates; can you comment on this difference?

Remember that if you take many random samples from a population, the standard error of the mean is the standard deviation of the different sample means
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Press F9 to refresh the computation

Step 8: Charting frequency distribution

· [image: image32.png]Charting Frequency Distribution

1f you would like to see the graph, we can make bin and compute the frequency of the bootstrap
Statistics. For example, you are interested in the distribution of mean, Since the sample values are in the
range of 0 to 100, we can make 10 bins.

Suppose we make the bin values in cell R10:R19 and the bootstrap statistics of mean s in the range of
M10:M210.

1. Type =Frequency(M10:M21,R10:R19) in cell 510
2. While the cursor still in cell 510, select region 510:519 by highlighting it with mouse.
3. Press F2, you will see exactly like the figure below

| RI0:R19)
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Question 5
WNL computes a “pseudo- SD” of the harmonic mean (
[image: image34.wmf]__

H

) using a so-called Jackknife technique. For male dogs, the 
[image: image35.wmf]H

 was 12.73 and using a Jackknife technique, WNL estimated the pseudo-SD to be 1.9945. 

As in the case of bootstrapping, Jackknife is a re-sampling technique aimed at estimating the precision of sample statistics as mean, median, variance etc. but by using subsets of available data rather than by drawing randomly with replacement from a set of data points.

A reference for calculating pseudo-standard deviations for harmonic mean half-lives is : Lam FC, Hung CT, Perrier D (1985) Estimation of Variances for Harmonic Mean Half-lives; J Pharm Sci 74:229-231; (given as a  PDF file in the dossier).

We will illustrate the procedure by computing a Jackknife pseudo-SD i.e. the SE of the harmonic mean for male dogs using Excel 

Step1: open the sheet entitled “jackknife” of the Excel file
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.

Step 2: Build 10 subsets of 9 values from the initial data set by deleting one of the 10 values; this is repeated each time by deleting a different value (shown here as the empty cell in brown).

Step 3: compute the harmonic means of the 10 Subsets (12.52 , 12.063, etc )

Step 4: compute the arithmetic mean of the 10 calculated harmonic means (
[image: image37.wmf]__

X

=12.7337); this mean is a Jackknife estimate of 
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 practically equal to the harmonic mean calculated from the entire data set (
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=12.730).

Step 5: Compute the Jackknife variance with the following equation:

· 
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Step 6: the pseudo-SD is obtained with the following equation:

· 
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That is exactly the result given by WNL. This pseudo SD for a harmonic mean is equivalent to a sample SD for an arithmetic mean.

In the same sheet, I also reproduced the example given in the publication by Lam et al.

Compute the 95% CI of the harmonic mean using the bootstrap method and compare results with those of the Jackknife.

Question 6
For female cats, the geometric (
[image: image42.wmf]G

), the logarithmic mean (
[image: image43.wmf]n

L

), the SD of logarithmic mean (SD_Log)  and the geometric coefficient of variation (CV%_Geometric_mean or GCV)  are given in the next table.

	Geometric_Mean (kg)
	3.4949

	Mean_Log
	1.2513

	SD_Log
	0.1024

	CV%_Geometric_Mean
	10.2715


What is the relationship between 
[image: image44.wmf]__
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 and 
[image: image45.wmf]__

Ln

? 

Assuming that the log-transformed BW are normally distributed, compute the lower and upper bounds of the interval within 1 standard deviation of the mean i.e. where are 68% of the data located; here for the upper bound :
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and the lower bound:
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Now considering the so-called Geometric Standard Deviation with:
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The lower and upper bound of the interval within 1 GSD of the geometric mean i.e. where are located 68% of the data can be obtained by:
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and the lower bound as:
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i.e. exactly the same interval as computed in the log domain; then the GSD is the direct counterpart of the SD for an arithmetic mean but it is multiplicative and not additive.

Similarly, to calculate the 95% prediction interval; the multiplicative/dividing factor is:
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Where 1.96 is the critical t value for a P=0.05 and a large sample; for n=9, t=2.262; here keeping 1.96 gives a prediction interval of 2.86-4.27

Very often, only the geometric coefficient of variation is reported in publications (mainly for population kinetics); it is obtained with: 
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Note that the geometric CV is independent of the corresponding mean (unlike the arithmetic CV which is dependent on the arithmetic mean).

As a good approximation of the GCV up to 40% is obtained by simply taking the SD_log and multiplying by 100 (here 10.24%), the GCV should also be viewed as a multiplicative/dividing factor with 
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Thus, the lower and upper bounds of the interval within 1 standard deviation of the mean i.e. where 68% of the data are located, can be obtained by multiplying/dividing  the geometric mean by 1.10267 giving practically the same results as above.

END OF THE EXERCISE

Measures describing the center of data distribution

A useful resource for statistics is the on line access (click on the image)


 

In pharmacokinetics, the average or mean and the median are mainly used.

If the data set was based on a series of observations obtained by sampling a statistical population, the mean is termed the "sample mean" to distinguish it from the "population mean". The sample mean is written 
[image: image55.wmf]X

 and the population mean by the Greek letter µ (all population parameters are denoted by Greek letters). 

For the average, three commonly used metrics exist denoted arithmetic mean (
[image: image56.wmf]X

or X bar), harmonic mean (
[image: image57.wmf]H

) and geometric mean (
[image: image58.wmf]G

).

Arithmetic mean (AM)

The arithmetic mean of a data set {X1, X1, X3,…Xn} is given by:
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where 
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is the sum of Xi (observations) of the N values.

The mean of the values {7, 11, 6, 5 and 4} is:
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Arithmetic mean is the commonly used average, often simply called the "mean". 

The AUC under the plot of plasma concentrations vs. time can be calculated using the linear trapezoidal rule. For the linear trapezoidal rule, the arithmetic mean of the two plasma concentrations is used as an estimate of the mean plasma concentration over the time interval and AUC is given by the Equation:
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Where 
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 is the AUC from T=0 to Tlast. Tlast denotes the time of the last measurable plasma concentration; Ci is the concentration at time ti, with i=1 to n, Ci+1 is the plasma concentration at the next time ti+1, Δt is the time interval between two measured plasma concentrations i.e. 
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Geometric mean (GM) or logarithmic mean (LM) 

The geometric mean of a data set {X1, X1, X3,…Xn} is given by:
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That is equivalent to:
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The geometric mean of 50,100 and 200 is the cube root of the product of observations:
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The geometric mean only applies to positive numbers.

The geometric mean is recommended in parasitology by regulatory authorities to assess anti-parasitic drug efficacy using a faecal egg count reduction test. For a discussion, see the article from Dobson, et al 2009 entitled: Geometric means provide a biased efficacy result when conducting a faecal egg count reduction test (FECRT).” In:Veterinary Parasitology 2009 Vol. 161 No. 1/2 pp. 162-167 (see PDF in folder 1).

The geometric mean is also called the log-average or the logarithmic mean (LM)  

To compute a LM consists of simply computing the arithmetic mean of the logarithm-transformed values of xi (i.e., the arithmetic mean on the log scale) and then using exponentiation to return the computation to the original scale. 
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For example, for the previous series, 

	Arithmetic scale 
	Logarithmic scale

	50
	3.912023005

	100
	4.605170186

	200
	5.298317367

	Logarithmic mean
	4.605170186

	EXP(logarithmic mean)
	100


The average of ln of observations is 4.60517 and the antilog of this average is 100; the same computation can be done with log10.

Logarithmic transformation to linearize 

In pharmacokinetics, logarithmic transformation is recommended for model and/or data transformation to linearity or normality.

Logarithmic transformation is used to linearize an exponential decay. An application is the computation of the AUC under the plot of plasma concentration vs. time using the so-called log-linear trapezoidal rule.

In this method the plasma concentrations are assumed to vary linearly within each sampling interval on a semi logarithmic scale and the slope over the interval is given by:


[image: image69.wmf]t

C

C

t

C

C

t

C

Slope

i

i

i

i

D

=

D

-

=

D

D

=

+

+

)

/

ln(

ln

ln

1

1


Where ΔC is the difference between the 2 concentrations (on a log scale) and Δt is the corresponding time interval.

The AUC within the time interval Δt is the difference between the plasma concentrations divided by the Slope (see later) thus the total AUC for the log-linear trapezoidal rule is :
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This equation is more appropriate when applied to data that appear to decline exponentially. However this method may produce large errors when used in ascending part of the curve, near a peak or in a steeply descending poly-exponential curve. Furthermore the equation cannot be used if either plasma concentration is 0 or if the two concentrations are equal. In WinNonlin, if the logarithmic trapezoidal rule fails in an interval because C1 <= 0, C2 <= 0, or C1 = C2, then the linear trapezoidal rule will apply for that interval.

For a discussion of the different numerical integrative methods to compute an AUC, , see Yeh and Kwan (Yeh, K.C. and Kwan, K.C. 1978 "A comparison of numerical integrating algorithms by trapezoidal Lagrange and spline approximation", J. Pharmacokin. Biopharm., 6, 79-98) and Purves (Purves, R.D. 1992 "Optimum numerical integration methods for estimation of area under the curve (AUC) and area under the moment curve (AUMC)", J. Pharmacokin. Biopharm., 20, 211-226). 

See also Gabrielsson and Wiener pp162-166.

Logarithmic transformation to normalize 

A variable might be modeled as a log-normal distribution. In probability theory, a log-normal distribution is a probability distribution of a random variable whose logarithm is normally distributed. If X is a random variable with a normal distribution, then Y = exp(X) has a log-normal distribution. 

A log-normal distribution is selected if a variable results in the multiplicative product of several other independent random variables each of which is positive. For example AUC is controlled by the administered dose (Dose), bioavailability (F) and clearance (CL) with:
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Taking the Neperian logarithm (ln) of this equation leads to an additive model with a homoscedastic error:
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This is the reason why the FDA and EMEA require a transformation of AUC and Cmax prior to statistical analysis. Logarithmic transformation of raw data is also suggested when the ratio of the largest to the smallest measurement in a group is larger than 10 or when two samples are both skewed and a group with a higher average has a wider spread (e.g. AUC/MIC). 

Reporting the results of central tendency (location parameter) and dispersion (the scale parameter) after a logarithmic transformation is not straightforward. When calculating the geometric statistics, the data of the original scale is log-transformed and then anti-logged to transform it back. There are two competitive estimates of central tendency for the variable on a non-logarithmic scale, namely the median and the mean. 

The median of the log-normal distribution can be obtained with:
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Where 
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, is the logarithmic mean of the data (i.e. arithmetic mean of the log-transformed data); thus the median of a log-normal distribution is also its GM; 

The mean for a log-normal distribution is given by:
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Where 
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 EMBED Equation.3  [image: image78.wmf] is the estimated variance of the Xi (on the log scale); the median is always lower than the mean for a skewed distribution.

For a discussion of these two metrics in the context of a bioequivalence trial, see Midha et al.  Logarithmic transformation in bioequivalence: Application with two formulations of perphenazine J Pharm Sci 1993 82  138-144 (see PDF in folder 1)

Harmonic mean (HM)

The harmonic mean of a data set {X1, X1, X3,…Xn} (positive real numbers) is given by:
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Or 
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The harmonic mean of 2, 4 and 8 (n=3) is:
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The harmonic mean is an average which is appropriate for situations involving ratio (as it is the case for half-life) and rates (speed that is a distance per unit of time).

Relationship between AM, GM, and HM

AM, GM, and HM satisfy these inequalities:
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Equality holds only when all the elements of the given sample are equal.

Measurement describing the spread of data 

The range is the difference between the smallest and the largest values in a data set.

The standard deviation (SD) for an arithmetic mean shows how much variation or dispersion there is in the data set from the mean.

The SD of a data set {X1, X1, X3,…Xn} is given by:
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Where N is the number of data points (sample size) and 
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 EMBED Equation.3  [image: image85.wmf]__
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 is the sum of square of the differences (residuals) of each value from the mean. The denominator N− 1 is the number of degrees of freedom in the vector of residuals.

Technically, the standard deviation is the square root of its variance.

SD should be used to describe your raw data and does not convey the same message as the Standard Error of the Mean (SEM) (see later).

For example, if you are conducting an experiment with 12 dogs, you have to report their body weights as a mean ± SD; the following vector of BW has been obtained:

	Dogs
	BW (kg)

	1
	11

	2
	12

	3
	11

	4
	14

	5
	15

	6
	12

	7
	13

	8
	11

	9
	14

	10
	13

	11
	10

	12
	15

	mean 
	12.58

	SD
	1.68

	CV%
	13.32

	max
	15

	min
	10


The arithmetic mean ± SD is 12.58±1.68; the conveyed message is: if you can assume your data are from a Gaussian (normal) distribution, the SD tells you that about 68% of the BW values lie within 1 standard deviation of the mean i.e. that 68% of the data are between 10.9 and 14.3 kg and that the proportion of BW between two standard (1.96) deviations i.e. between 9.3 and 15.9 kg account for roughly 95% of the data. 




If a variable fits the normal distribution, 68.3 percent (or roughly two-thirds) of the values are within one standard deviation of the mean, 95.4 percent are within two standard deviations of the mean, and 99.7 (or almost all) are within 3 standard deviations of the mean.

Standard deviation (SD) for a geometric mean

The SD (non-logarithmized scale) for a log-normal distribution is given by:
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Where 
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 is the logarithmic mean of data and 
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 EMBED Equation.3  [image: image90.wmf] is the estimated variance of the Xi (on the log scale); this expression is complicated and for a log-normal distribution, it is the coefficient of variation that is reported because it is easier to compute and interpret. 

Standard deviation (SD) for a harmonic mean

Standard deviation (SD) for a harmonic mean (called pseudo SD by Lam et al. see PDF folder 1) can be obtained by a Jackknife technique as explained in the test exercise.

The coefficient of variation

The coefficient of variation (CV) describes the relative variation rather than the absolute variation.

The coefficient of variation is the standard deviation divided by the mean.

It summarizes the amount of variation as a percentage or proportion of the mean. 

It is useful when comparing the amount of variation among groups with different means.

For a normal distribution, the CV is the ratio of the SD to the arithmetic mean; this ratio is dimensionless and often expressed as a percentage: 
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The CV% of body weight of dogs (Table1) is of 13.32% i.e. the variability between dogs is about 13% of their mean body weight.

CV% is useful to compare relative variability between groups of data having very different mean values; this is the case of an analytical technique when comparing data dispersion for different concentrations levels. For an analytical technique, the CV is often called the Relative Standard Deviation (RSD) and an appropriate RSD for a reproducible analytical technique is less than 10%. 

In biological data, the CV% is often of 20-30%. Drugs and drug products exhibiting intra-subject variability greater than 30% in AUC and/or Cmax are considered as highly variable drugs. This is typically the case for ivermectin pour-on. For these drugs, the number of subjects required for a bioequivalence study can be much greater than normally needed for a typical bioequivalence study. 

For a CV of 25%, the expected range of the observed values is about 1 to 3 i.e. that Maximum/Minimum =3.

In food toxicology, uncertainty factors are selected to transform a lowest No Effect Level (NOEL) to an Acceptable Daily Intake (ADI) with:
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Where UF is a safety/uncertainty factor. The UF usually has a value of 100 or higher. It is the product of two separate 10-fold factors that allows for interspecies difference and human variability. These 10-fold factors allow for both toxicokinetics and toxicodynamic differences and they were subdivided to take into account each aspect separately. Values of 100.6 i.e. 4 for toxicokinetics and 100.4 i.e.2.5 for toxicodynamics are used for species differences and equivalent values of 100.5 i.e. 3.16 for both toxicokinetics and toxicodynamics are used for human variability. This value of 3 (that reflects a typical CV of 25%) is not without experimental evidence. An examination of different data bases,  showed that multiplying a default UF by 3 allowed a coverage of 99% for an additional uncertainty factor. 

For a log-normal distribution, the CV (called GCV) is also the ratio of the geometric SD i.e. the GSD (see equation) to the mean of the log-normal distribution (not the geometric mean) (see equation) with: 
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A good approximation of GSD up to 40% is obtained by simply taking 
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and multiplying by 100.

Note that the geometric CV is independent from the corresponding mean (unlike the arithmetic CV which is dependent on the arithmetic mean). 

For a discussion of GCV in the context of a bioequivalence trial, see Midha et al :  Logarithmic transformation in bioequivalence: Application with two formulations of perphenazine J Pharm Sci 1993 82  138-144 (see PDF, folder 1).

Standard error of the mean

The standard error of the mean (SEM) gives an indication of how close your sample mean is likely to be to the population (parametric) mean. It should not be confused with SD; SD (as coefficient of variation) are used to show how much variation there is among individual observations, while standard error or confidence intervals are used to show how good your estimate of the population mean is.

SEM is always lower than SD.

About two-thirds (68.3%) of the sample means would be within one standard error of the parametric mean, 95.4% would be within two standard errors, and almost all (99.7%) would be within three standard errors.

If many random samples are taken out of a population, the standard error of the mean is the standard deviation of the different sample means.

Confidence intervals and the standard error of the mean have the same purpose: to express the reliability of an estimate of the mean.
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